Effect of Lipid Partitioning on Predictions of Acute Toxicity of Oil Sands Process Affected Water to Embryos of Fathead Minnow (Pimephales promelas)
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ABSTRACT: Dissolved organic compounds in oil sands process affected water (OSPW) are known to be responsible for most of its toxicity to aquatic organisms, but the complexity of this mixture prevents use of traditional bottom-up approaches for predicting toxicities of mixtures. Therefore, a top-down approach to predict toxicity of the dissolved organic fraction of OSPW was developed and tested. Accurate masses (i.e., m/z) determined by ultrahigh resolution mass spectrometry in negative and positive ionization modes were used to assign empirical chemical formulas to each chemical species in the mixture. For each chemical species, a predictive measure of lipid accumulation was estimated by stir-bar sorptive extraction (SBSE) to poly(dimethyl)siloxane, or by partitioning to solid-supported lipid membranes (SSLM). A narcosis mode of action was assumed and the target-lipid model was used to estimate potencies of mixtures by assuming strict additivity. A model developed using a combination of the SBSE and SSLM lipid partitioning estimates, whereby the accumulation of chemicals to neutral and polar lipids was explicitly considered, was best for predicting empirical values of LC50 in 96-h acute toxicity tests with embryos of fathead minnow (Pimephales promelas). Model predictions were within 4-fold of observed toxicity for 75% of OSPW samples, and within 8.5-fold for all samples tested, which is comparable to the range of interlaboratory variability for in vivo toxicity testing.

INTRODUCTION

The oil sands regions of northern Alberta, Canada, contain among the largest proven reserves of petroleum in the world. Oil sands process affected water (OSPW) is a byproduct of extraction of bitumen from oil sands and is a mixture of residual hydrocarbons, silts, clays, and dissolved organic and inorganic constituents.1,2 OSPW which is acutely and chronically toxic to a range of organisms is stored in tailings ponds during the active life of oil sands surface mines.1,2 When surface mines are closed, or when OSPW is no longer required for extraction of bitumen, OSPW must be remediated,4 and ultimately must be hydraulically reconnected with the natural environment. To this end, the end-pit lake (EPL) strategy designates previously mined-out areas for long-term storage and remediation of process affected materials, including OSPW.5 Over time, natural degradation within EPLs is hoped to attenuate toxicity of OSPW. Base Mine Lake (BML) was established in 2012 and is the first commercial scale test of the EPL strategy.

OSPW is a complex mixture of organic compounds5,6 containing naphthenic acids (NAs), oxidized NAs and related organic acids containing sulfur or nitrogen, as well as nonacidic polar neutral substances.5,7−10 Because natural in situ aging or treatment of OSPW by activated charcoal adsorption or ozonation significantly attenuates, or removes, all toxic effects of OSPW, it is accepted that the dissolved organic fraction is...
responsible for most acute toxicity to aquatic organisms. Advances in identification of dissolved organic compounds in OSPW, by ultrahigh resolution mass spectrometry (uHRRMS), has improved understanding of its composition. By measurement of accurate mass (i.e., m/z) in both positive (+) and negative (−) ionization modes, this technique facilitates identification of chemical “species” based on empirical formulas, and binning of these species into broader “heteroatomic classes” sharing the same numbers of heteroatoms (i.e., oxygen, sulfur and nitrogen).

The specific organic compounds responsible for the acute toxicity of OSPW has been the focus of much research. It has long been reported that NAs (O−) containing chemical species OSPW and in fractions of OSPW with acute toxicity. However, recently by use of a bioassay effects-directed analysis (EDA) for BML OSPW it was demonstrated that in addition to NAs, other heteroatomic classes also contribute to acute toxicity of OSPW (i.e., O−, SO2−, O−, SO3−, and NO−). Some of these nonacidic chemical classes also showed high predicted propensity to accumulate by use of stir-bar sorptive extraction (SBSE) to poly(dimethyl)siloxane (PDMS), or by partitioning to solid-supported lipid membranes (SSLM).

Narcosis, a reversible mode of toxic action, has been suggested as the mode of acute toxicity of OSPW, in part because organic extracts of OSPW demonstrate steep dose−response relationships similar to other narcotic chemicals. It is accepted that the onset of toxic effects of narcotic chemicals is related to an aquatic species-specific concentration in lipid, termed the critical body burden (CTLBB). Toxic potencies of narcotic chemicals are related to their potential to accumulate in lipids, specifically, it is the volume of the molecules dissolved in lipids, especially the phospholipid bilayer of membranes. Once dissolved in the membrane narcotic molecules disrupt a range of processes including membrane fluidity, gap-junction cell−cell communication and activities of membrane-bound enzymes. Traditionally, the tendency of a molecule, specifically a neutral molecule, to partition into these lipids has been described by use of the chemical independent parameter, octanol−water partition coefficient (KOW). To this end, the Critical Target Lipid Body Burden (CTLBB) model has been developed to predict toxicity of narcotic chemicals to a wide range of species by use of a linear free energy relationship (LFER) that relates toxicity to KOW and a species’ Cbb (eq 1).

\[
\text{log}(\text{LC50}) = m\log(\text{K}_{\text{OW}}) + \Delta c + \log(b)
\]

It is now recognized that the Cbb of a narcotic chemical is a function of accumulation into both neutral and polar lipids of fish. Although KOW accurately describes accumulation of narcotic chemicals into neutral lipids, it cannot be used to accurately assess accumulation of narcotics, particularly polar chemicals, into polar lipids, such as phospholipids, which make up cell membranes. Improvements in predicting aquatic toxicity of polar chemicals acting by a narcosis mode of action have been made by accounting for accumulation of polar chemicals to phospholipids in addition to neutral lipids.

Biomimetic approaches using solid sorbents facilitate prediction of potentials for compounds to be accumulated into lipids. Uptake from water by a surrogate lipid material, such as poly(dimethyl)siloxane (PDMS), measures the fraction of neutral organic compounds that is freely available for uptake into an organism. By use of previously defined relationships, measured PDMS partition coefficients (KPDMS) can be used to predict KOW and accumulation potential into neutral storage lipids. In addition to neutral lipids which make up approximately 6% of tissues of fish, polar lipids account for up to 1.25% of total lipids in fish and are known to be a target for polar organic chemicals acting by a narcosis mode of action. Extending surrogate lipid material such as PDMS to assess accumulation potential of polar organic chemicals can result in underpredictions of accumulation because it does not account for interactions of chemicals with relatively polar (and charged) phospholipids. Solid-supported lipid membranes (SSLM), composed of a phospholipid bilayer, offer an approach which improves estimates of bioaccumulation for ionic and polar organic chemicals. Analogous to KOW, the partition coefficient of a chemical between the SSLM and water, known as membrane affinity (DMM), can be derived to more accurately predict potentials of such chemicals to bioaccumulate.

Compositions of petroleum mixtures are highly variable and therefore toxicity models must be adaptable. To this end, the hydrocarbon block approach has been developed, whereby hydrocarbons in mixtures are separated by carbon number and compound class and assigned representative structures. Simplification of the mixture into hydrocarbon blocks facilitates calculations and prediction of environmental fates and distributions of mixture components and by use of the CTLBB inherent toxicity of individual hydrocarbons can be estimated. Because chemical species in OSPW might exist as a mixture of isomers, measured bioaccumulation estimates can represent one or more chemical species in the mixture. Therefore, in this work the complex dissolved organic fraction of OSPW was described by use of detectable accurate masses in both positive and negative mode. Following description of the mixture, inherent toxicity of individual hydrocarbons in the aqueous phase can be estimated by use of the CTLBB assuming a narcosis mode of action. Mixture effects can then be assessed by use of the toxic unit (TU) approach, assuming strict additivity of the hazard. By use of such approaches, relative hazards of mixtures can be assessed in a risk assessment framework.

The purpose of the present study was to develop a model to predict acute lethality of the extractable organic fraction of OSPW to embryos of the model fish, fathead minnow (Pimephales promelas). To this end, estimates of toxic potencies of mixtures by use of chemical composition required three basic elements; identification of mixture constituents, an assessment of their concentration in the mixture, and the inherent toxic potency of each constituent for a defined end point. Therefore, in this work previously published data sets were assembled for model development and used to assess model performance. By use of existing model frameworks for predicting mixture toxicity, four models (described below in Model Parametrization) were developed to evaluate if existing model frameworks for mixture toxicity prediction can be applied to OSPW, the effect of accumulation estimates (i.e., measured pH dependent
octanol–water distribution ratio ($D_{OW}$) and $D_{MW}$) on toxicity predictions and to identify chemical classes contributing to the toxicity of dissolved organic chemicals in OSPW (Figure S1 of the Supporting Information, SI).

**MATERIALS AND METHODS**

**Data Compilation.** For model development, empirical acute toxicity, estimated potential to accumulate in lipids, and chemical characterization data of samples were compiled from an EDA of dissolved organic chemicals in OSPW by Morandi et al., 25 and two studies by Zhang et al. 26,27 Because the primary goal of the EDA approach is to isolate active compounds or chemical classes, it inherently produces samples (fractions) which can be used to test the accuracy and specificity of the model. Therefore, the model presented here is complementary to the EDA approach and can be used to further understand contributions of certain chemical classes to the acute toxicity of OSPW, to assess potential critical mechanisms of toxic action of OSPW, and make predictions of acute lethality to aquatic organisms. The EDA fractions used for model development were produced previously 25 and correspond to samples generated following three rounds of sequential fractionation and toxicity testing. Therefore, samples from each round of fractionation can be identified by their first two letters (Ex: samples preceded by F1 correspond to samples generated during round 1 fractionation). Estimates of $D_{OW}$ and $D_{MW}$ for each species in OSPW were taken from Zhang et al. 26,27 where a $D_{OW}$ or $D_{MW}$ was not reported for a certain species detected in OSPW, estimates were made by use of chemical class-specific regressions for groups of chemical species, relating log $D_{OW}$ or log $D_{MW}$ to molecular mass. Information on number of measured and predicted values for each sample is presented in the Tables S1 and S2.

**Sample Characterization.** The profile of dissolved organic chemicals in samples was determined by use of high pressure liquid chromatography with Orbitrap uHMR detection (Orbitrap Elite, Thermo Fisher Scientific, San Jose, CA, U.S.A.) as described by Pereira et al. 8 Details of the analytical method are provided in the SI. In this study, individual species identified by use of Orbitrap uHMRs were tracked and referred to as individual chemical species by use of their accurate mass and molecular formula in each ionization mode as described by Pereira et al. 8 for the $O^−$ and $O^+$ formula classes (i.e., a distinct empirical formula detected in negative mode was named separately from the same empirical formula detected in positive mode). Detected species were assigned to bins based on heteroatomic empirical formula class in negative (−) or positive (+) ionization modes: $O_c$ (where $c = 1−6$), NO$_x$ (where $x = 1−4$), SO$_x$ (where $x = 1−4$), or NO$_x$S (where $x = 1−2$).

**Constituent Concentrations.** Models of toxicity for exposure of aquatic organisms to petroleum hydrocarbons employ a multicompartiment fate model to predict environmental distributions of constituents of mixtures, followed by an assessment of potential effects of the aqueous phase. 45,46 However, because the mixture of interest was the extractable dissolved organic phase of OSPW filtrate (1.2 μm), the distribution of chemical species that were detected was assumed to be 100% in the aqueous phase, thus simplifying model assumptions. Therefore, concentration of an individual species ($i$) of a particular sample ($j$) was calculated by use of eqs 2 and 3. Where $R_{ij}$ is the relative intensity of species $i$ of sample $j$ calculated as the intensity of species $ij$ ($I_{ij}$) over the sum of the responses of all species detected in sample $j$ (eq 2). Concentrations of all species $ij$ ($C_{w,ij}$ in mmol/L) were calculated as the $R_{ij}$ multiplied by the gravimetric mass of organics in the sample ($M_{o,j}$) over the molecular mass of the species ($M_{i,j}$) (eq 3). It was assumed that the total response of a sample was accounted for in the measured gravimetric mass 25 of the dried organic fraction and that individual chemical species had a response factor of 1 (1.0) in the mass spectrometer. Thus, the molar concentration of each species was defined only by its relative intensity, its molecular mass, and the total gravimetric mass of dissolved organics.

$$R_{ij} = \frac{I_{ij}}{\sum I_j}$$

$$C_{w,ij} = \frac{R_{ij} \times M_{o,j}}{M_{i,j}}$$

**Predicted Toxic Potencies.** Acute toxic potency of each chemical species was predicted assuming a narcosis mode of action by use of the CTLBB (eq 1). 33 The $C_{bb}$ for fathead minnow, 10$^5$ μmol/L, has been derived from a data set of 182 data points, consisting of a variety of chemical classes including halogenated and nonhalogenated aliphatic and aromatic hydrocarbons, polycyclic aromatic hydrocarbons (PAHs), alcohols, ethers, furans, and ketones. 33 The LC50 of a species $i$ ($LC_{50}$) was estimated using eq 4, where the bioaccumulation potential of chemical species $i$ (BP) is the chemical species specific bioaccumulation potential ($D_{OW}$ and/or $D_{MW}$) and $C_{bb}$ is the fathead minnow specific critical body burden (eq 4). Chemical class corrections ($\Delta_c$) were not applied because when only the molecular formula is known it is not feasible to assign the individual species to functional group chemical classes (e.g., alcohol, ether, furan, ketone, etc.). The CTLBB has been developed by use of $K_{OW}$ to describe the accumulation and thus toxicity of polar organic chemicals. 41,42 it was instructive to investigate the use of $D_{MW}$ in predicting the toxicity of chemical species in OSPW, many of which are known to be acidic.

$$\log(LC_{50}) = mBP_i + \log(C_{bb})$$

**Prediction of Toxic Potencies in Mixtures.** Contribution of chemical species to mixture toxicity was assessed by use of toxic units (TU) with lethality as the end point predicted. This approach normalizes the aqueous concentration of a chemical by its end point specific toxicity, the LC50 in this work (eq 5). Therefore, the relative hazard (TU$_{ij}$) of species $ij$ was calculated by use of eq 5, as $C_{w,ij}$ over LC50 (eq 5). Toxicity of the sample (TU$_{m,j}$) was calculated as the sum of TU$_{i,j}$ of sample $j$ (eq 6). When TU$_{m,j}$ was equal to or greater than 1, samples were expected to elicit 50% mortality or greater.

$$TU_{ij} = \frac{C_{w,ij}}{LC_{50}}$$

$$TU_{m,j} = \sum TU_{ij}$$

**Model Parametrization.** Because the choice of partition coefficient can affect interpretation of toxicity, 36 it was of interest to investigate the effect of BP, on estimates of toxic potency. Therefore, four models were developed, each of which
used different estimates of distribution between water and organisms. The first model (Model I) estimated toxicity of mixtures by use of measured $D_{\text{OW}}$ for each chemical species. The second model (Model II) estimated toxicity by use of $D_{\text{MW}}$ only, and any chemical species which showed no significant partitioning ($D_{\text{MW}} < 1$) in membrane partitioning experiments were ignored by the model. The third model (Model III) was developed by use of both Model I and Model II, whereby estimates of toxicity were made by use of $D_{\text{MW}}$ when measured data was available, in preference of $D_{\text{OW}}$. A fourth model (Model IV) was developed by use of all available data, assuming that chemical species with both a measured $D_{\text{OW}}$ and $D_{\text{MW}}$ partition into neutral and polar lipids and contribute to toxicity (Table S3).

**Statistical Analysis.** Statistical analyses were performed by use of SPSS software (IBM SPSS Statistics, Amtrak, NY, U.S.A.). LC50 values from Morandi et al. were normalized to the gravimetric mass (Table 1) of the respective samples. Spreadsheet models were developed by use of Excel (2013) (Microsoft Excel, Microsoft, Redmond, WAS, U.S.A.). Predictions of the four models were compared to empirical data for lethality assembled from Morandi et al. Goodness-of-fit statistics, mean and median residuals were calculated as the mean or median difference between observed and predicted LC50 values, the mean absolute deviation (MAD) was calculated as the mean of the absolute value of the residuals, and the root-mean square deviation (RMSD) was calculated as the square root of the mean of the residuals squared.

**RESULTS AND DISCUSSION**

**Model Verification.** The distribution of heteroatom classes in samples are presented (Figure S2). Values of LC50 predicted by the various models are compiled (Table 1) and compared to observed LC50 values, with a line showing one-to-one correspondence (Figure 1). Observed toxicity spanned 2 orders of magnitude ($10^3$) and was similar to ranges of predictions made by use of Models II, III, and IV. Predictions made by use of Model I were more variable, spanning 3 orders of magnitude (Table 1). The mean, median, log residual error, MAD, and RMSD were also compiled (Table S4). The log residual plot of Models I, II, III, and IV demonstrated no obvious deviations from the mean observed LC50 (Figure S3) and were log normally distributed (Figure S4). Because no significant lethality was observed for F1-BE and F1-NE1 samples, they were not included in the residual analysis. In general, predictions of acute lethality from each model compared well with observed toxicity and the goodness-of-fit statistics of Models II, III, and IV were similar, and were better relative to Model I.

Analysis of toxicity databases has demonstrated significant interlaboratory variations among acute aquatic toxicity tests for the same chemical, experimental design, and species. Deviations from the geometric mean for a given chemical and end point, of a factor-of 2, 5, and 10 were found to encompass 57, 86, and 94% of acute lethality results, respectively. Furthermore, work by Baas et al. demonstrated interlaboratory deviations for acute lethality of narcotic chemicals of 2- to 8-fold. A 2-fold difference from empirical data encompassed 50, 37.5, 25.0, and 50% of predictions by use of Models I, II, III, and IV, respectively. These results compared well with the performance of the PETROTOX model which was 42.9% for petroleum products, and is similar to the 2-fold.

---

**Table 1. Comparison of Model Predicted LC50, and Empirical LC50 Values for Embryos of Fathead Minnow Exposed to Samples of the Extractable Dissolved Organic Fraction of OSPW**

<table>
<thead>
<tr>
<th>sample</th>
<th>gravimetric mass, 100% effluent equivalent (mg/L)</th>
<th>predicted LC50 model I (mg/L)</th>
<th>predicted LC50 model II (mg/L)</th>
<th>predicted LC50 model III (mg/L)</th>
<th>predicted LC50 model IV (mg/L)</th>
<th>observed LC50 (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1-NE</td>
<td>50.0</td>
<td>32.0</td>
<td>76.0</td>
<td>76.0</td>
<td>23.2</td>
<td>36.0</td>
</tr>
<tr>
<td>F1-AE</td>
<td>103</td>
<td>$1.64 \times 10^4$</td>
<td>$1.05 \times 10^3$</td>
<td>$1.05 \times 10^3$</td>
<td>$990$</td>
<td>$857$</td>
</tr>
<tr>
<td>F1-BE</td>
<td>14.0</td>
<td>$4.14 \times 10^3$</td>
<td>990</td>
<td>$1.08 \times 10^3$</td>
<td>280</td>
<td>$140$</td>
</tr>
<tr>
<td>F1-Pool</td>
<td>167</td>
<td>737</td>
<td>242</td>
<td>239</td>
<td>181</td>
<td>$1.33 \times 10^3$</td>
</tr>
<tr>
<td>F2-NE1</td>
<td>15.7</td>
<td>17.7</td>
<td>64.2</td>
<td>65.5</td>
<td>16.2</td>
<td>$1.57$</td>
</tr>
<tr>
<td>F2-NE2</td>
<td>34.3</td>
<td>38.4</td>
<td>97.1</td>
<td>98.1</td>
<td>29.7</td>
<td>66.2</td>
</tr>
<tr>
<td>F2-Pool</td>
<td>50.0</td>
<td>32.7</td>
<td>32.0</td>
<td>78.0</td>
<td>22.6</td>
<td>89.5</td>
</tr>
<tr>
<td>F3-NE2a</td>
<td>20.0</td>
<td>852</td>
<td>104</td>
<td>104</td>
<td>92.8</td>
<td>14.6</td>
</tr>
<tr>
<td>F3-NE2b</td>
<td>14.0</td>
<td>31.0</td>
<td>110</td>
<td>108</td>
<td>28.3</td>
<td>30.5</td>
</tr>
<tr>
<td>F3-Pool</td>
<td>34.0</td>
<td>50.2</td>
<td>10.5</td>
<td>110</td>
<td>32.3</td>
<td>23.1</td>
</tr>
<tr>
<td>maximum</td>
<td>$1.64 \times 10^4$</td>
<td>$1.05 \times 10^3$</td>
<td>$1.08 \times 10^3$</td>
<td>$990$</td>
<td>$1.33 \times 10^3$</td>
<td></td>
</tr>
<tr>
<td>minimum</td>
<td>17.7</td>
<td>10.5</td>
<td>65.5</td>
<td>16.2</td>
<td>14.6</td>
<td></td>
</tr>
</tbody>
</table>

*Measured gravimetric mass of samples corresponding to its equivalent in 100% OSPW are presented as well.*

---

**Figure 1.** Comparison of model predicted LC50 to observed LC50 for embryos of fathead minnow exposed to samples of OSPW for 96 h. Yellow squares represent predictions made by use of Model I, blue diamonds represent predictions made by use of Model II, red triangles represent predictions made by use of Model III, and green squares represent predictions made by use of Model IV. The black solid line represents the line of perfect agreement, and blue solid lines represent a 2-fold error. Greater than signs identify samples which did not have observed LC50 values.
range associated with the CTLLB. In addition, 75.0, 62.5, 75.0, and 75.0% of predictions were within a 4-fold difference of observed toxicity for Models I, II, III, and IV, respectively, and results compared well with the 69.4% value observed by Redman et al. The F1-BE sample was predicted to be nontoxic within the range of tested concentrations, agreeing with the observed lack of lethality in the assay. By use of a 5-fold difference from observed LC50, the F2-NE1 sample was predicted to cause acute lethality within the range of tested concentrations but none was observed, resulting in a false positive rate for all models of 1 in 9. Using the highest tested concentration for comparison, Models I, II, III, and IV were greater than 8-, 2-, 2-, and 9-fold different, respectively (Table 1). Similarly, the false-negative rate for Models I, II, III, and IV were 2, 1, 1, and 1 of 9 predictions, respectively. Toxic potency of sample F3-NE2a was under-predicted by use of all four models, but the difference from the empirical data set was less than 8.5-fold for Models II, III, and IV while Model I was different by greater than a factor of 58. Furthermore, the toxicity of sample F1-AE was under-predicted by a factor of 19 by Model I but was within a factor of 2 for Models II, III, and IV.

A plot of predicted TU/m and observed mortality (Figure 2) can be used to identify model inadequacies. In general, predictions of Models II, III, and IV were accurate to within a factor-of 5 compared to the empirical data set. Significant acute lethality occurred at 0.19 TU (F3-NE2a), and the 50% effect level spanned 0.140–2.963 TU. By use of Models II, III, and IV toxicity of the F1-Pool sample was overpredicted by a factor of 5.56, 5.48, and 8.32 respectively, while toxicity of F3-NE2a was under-predicted by a factor of 7.14 for Models II and III and 6.36 by use of Model IV. When a factor of 8.5-fold from observed LC50 was applied, all predictions of toxicity were protective, as well as being within interlaboratory variation, or accuracy of empirical tests.

Predictions made with Model I were less accurate, since two samples (F1-AE and F3-NE2a) exceeded a 10-fold difference from observed effects. Significant acute lethality occurred at 0.023 TU (F3-NE2a), and the 50% effect level spanned 0.017–2.963 TU.

**Model Selection.** As demonstrated above, differences in predicted toxicity were observed among models, and some discrepancies were found when comparing each to empirical data. For chemicals causing lethality via a narcotic mode of action, toxic potency is directly proportional to the fraction that is accumulated into the body of a particular species. Therefore, the C_{lb} is aquatic species-specific and chemical independent, and the toxic potency of a compound acting through this mechanism of action is dependent on its distribution from water to the body. To exert a toxic effect, chemicals need to be accumulated into the body, or at least interact with membranes of the gill. Accumulation of polar organic chemicals in lipid is not well predicted by use of D_{OW} and D_{MW} is known to better describe the behavior of these chemicals. Because OSPW is composed of both polar and neutral polar organic chemicals, it was instructive to investigate the effect that potential to accumulate in phospholipids had on prediction of toxicity and how explicit consideration of chemical distribution among lipid types affected accuracy of predictions of toxicity. Models II, III, and IV incorporated D_{MW} and had better goodness-of-fit statistics, accuracy, specificity, and robustness when compared to Model I (Table S4, Figures S3 and S4), which was based solely on D_{OW}. In addition, Model IV was developed assuming narcotic chemicals distribute among polar and neutral lipids, and the improved performance of this model demonstrated the utility of explicitly considering the differential accumulation among lipid types in predicting the acute toxicity of the dissolved organic fraction of OSPW.

OSPW is a mixture and its composition, to some extent, is known to be variable spatially and temporally. Therefore, a model to predict toxicity in a given sample must be sufficiently robust to describe toxicity of varying mixtures. Although goodness-of-fit statistics for Model II and IV were similar, inclusion of all available D_{OW} and D_{MW} data into Model IV resulted in the model having greater robustness. Due to this, there is greater confidence in predictions of toxic potencies made by use of Model IV because of its increased domain of applicability and explicit assessment of chemical accumulation in polar and neutral lipids.

**Contribution of Chemical Classes to Acute Lethality of BML-OSPW.** Incorporation of hazard assessment frameworks into the EDA approach has previously been used to assess relative contributions of chemical classes to the toxic potency of mixtures. In the work of Morandi et al., NAs (i.e., the O_{2+} class) were highlighted for their contribution to acute toxic potency of OSPW due to their large relative abundance in the most potent sample, F3-NE2a. In addition, abundant chemical classes in the sample F3-NE2b, O{sup 2−}, O{sup 2+}, SO{sup −}, NO{sup +}, and SO{sup 4+}, were cited for their contributions to acute toxic potency of BML-OSPW. Therefore, it was of interest to investigate the predicted contribution of these previously identified chemical classes to the acute lethality of the F1-Pool sample by use of Model IV, which was selected as the preferred model in this work. Toxic units of the chemical classes: O{sup 2−}, O{sup 2+}, SO{sup −}, NO{sup +}, and SO{sup 4+}, were summed and accounted for 97.3% of total calculated TUs in the F1-Pool sample (i.e., 97.3% of predicted toxicity for all chemicals detected in the sample), while representing less than...
43.4% of total mass spectral intensity. The chemical classes $O^+$, $O_2^+$, $SO^+$, $NO^+$ and $SO_2^+$ are predicted to account for a disproportionate amount of toxicity, thereby demonstrating their combined potency relative to other chemical classes, which accounted for less than 3% of total calculated TUs and greater than 56% of total mass spectral intensity. Contributions of specific chemical classes (i.e., $O_2^+$, $O_3^+$, $NO^+$, $SO^+$, and $SO_2^+$) to total TUa are displayed in Table S5. Normalization of total calculated TU of each chemical class by its percent relative mass spectral response separates chemical classes based on their relative toxic potencies (Table 2). By use of this approach, although $O_2^+$, $NO^+$ and $SO^+$ chemical classes contributed the majority of total TU of the mixture, based on their relative intensities, the $SO^+$ and $SO_2^+$ chemical classes are suggested by this result to be among the most potent toxic chemical classes in OSPW. Interestingly, the $SO^+$ chemical class was among the most hydrophobic chemical classes in OSPW, based on its partitioning to PDMS and SSLM, thus this class was among the most hydrophobic chemical classes in OSPW, whereas evidence here suggests some cases, contribute more to toxicity.

**Limitations of Model.** Deviations of predicted toxicity from observed toxicity occurred and might be related to assumptions made in development of the model. In the current study, concentrations of individual chemical species were calculated assuming a mass spectral response factor of 1 (eq 3). It is known that the response of chemicals in the OSPW matrix differ from their responses in a more simple solution, and it is an oversimplification to assume that each species has the same mass spectral response per unit mass injected. Nevertheless, this approach was the only reasonable assumption that could be made with available data. Due to the complexity of OSPW (e.g., hundreds of thousands to millions of individual isomers), identities of the majority of compounds were not known and authentic standards cannot be synthesized or purchased for the chemicals in the dissolved organic fraction. In addition, a narcosis mode of action was assumed for predictions of toxicity. This assumption might not accurately represent the potencies of all components of the mixture, since both neutral and polar organic compounds are known to act via a number of different modes of action. Previously, comparisons of observed and model predicted toxicity have been used to classify chemicals by their mode of action. However, because identities and specific chemical characteristics of the majority of chemicals in OSPW are unknown, this approach could not have been taken, and comparisons can solely be drawn between whole mixture toxicity predictions and observed toxicity. Furthermore, deviations observed might be related to chemical class specific inadequacies of the CTLBB in describing toxicity and as demonstrated in previous works the application of correction factors might improve model predictions. Due to limitations from a lack of knowledge of identities of individual chemicals in OSPW, corrections of LC50 values, such as those suggested by McCarthy et al. cannot be applied. Despite assumptions made in development of the presented predictive aquatic toxicity model, predicted LC50 values did not differ by greater than 8.5-fold from empirically derived toxicity data including the most complete mixture (F1-Pool), representing the dissolved organic fraction in BML.

### Model Application and Relevance

Currently, it is not practical to chromatographically separate and identify the structure of each organic chemical compound in OSPW. For example, recent applications of supercritical fluid chromatography demonstrate the utter complexity of isomers that can be present for various chemical species. Nevertheless, models for assessment of hazards of petroleum mixtures by use of its chemical composition require identification, categorization, and representative structural assignment for all components of the mixture, followed by prediction of their environmental fate and subsequent effects. Because structures or representative structures are not known for the vast majority of chemical species in OSPW, a novel approach was developed whereby mixture components are not identified explicitly, but rather, characterized and labeled by use of their accurate masses under both negative and positive ionization. In this way, the chemicals can be binned into classes based on empirical formulas derived from the identified accurate mass. Therefore, following a simple extraction method and characterization by use of Orbitrap uHRMS, identified chemical species can be matched to bioaccumulation estimates from previously published data sets to predict the 96 h LC50 of the dissolved organic fraction of OSPW to embryos of fathead minnow (Figure S1). This approach allowed prediction of the toxicity of...
complex mixtures with accuracies well within the range of empirical measures. In addition, the developed model was used to assess contributions of previously defined chemical classes to the toxicity of OSPW, complementary to the EDA approach, and highlighted the potential contribution of SO$^-$ and SO$_2^-$ chemical classes, and chemical species with a carbon number of 16−20, to toxicity. We propose that the model developed during this study is sufficiently accurate and robust to make predictions of potential acute lethality. Furthermore, if the primary mode of toxic action of dissolved organic compounds in OSPW is narcosis, then future work should focus on the use of acute to chronic ratios to assess if the presented model can be expanded to make predictions of potential chronic toxicity.
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Materials and Methods:

Chemicals and materials. Acetic acid, dichloromethane (DCM), methanol (HPLC grade) and water (Optima grade) were purchased from Fisher Scientific (Fair Lawn, NJ, USA). The sample of OSPW was collected on the site of Syncrude Canada, Ltd. (Fort McMurray, Alberta, Canada) from the West-in-Pit active settling basin, now known as Base Mine Lake (BML), in March 2011 and was stored at 4 °C until use.

Stock preparation for derivation of membrane- water partition coefficients.
A total of 1 L of OSPW was filtered through a 0.45 µm filter (Millipore, Billerica, MA) to remove suspended solids and then extracted with 2×200 mL of DCM. Next, the extract was evaporated to near dryness with a rotary evaporator (model R- 210, Buchi, Toronto, Ontario, Canada). The remaining volume was transferred to a 20 mL glass vial and taken to full dryness under a gentle stream of nitrogen at room temperature (Turbovap LV, Biotage, Charlotte, NC) and dissolved in 1 mL of dimethyl sulfoxide (DMSO) to make stock solutions that were 1000-fold more concentrated than the original sample of OSPW. Then, 16 µL of the 1000-fold stock solutions were diluted by use of the aqueous buffer included in the membrane affinity kit to prepare stock solutions that were 50-fold more concentrated than the original sample of OSPW.

Characterization of Fractions by HPLC-Orbitrap-uHRMS.
Profiles of relative proportions of organic compounds in fractions were determined by use of LC-UHRMS according to the method described by Pereira et al (2013). Chromatographic separation was performed by use of an HPLC Transcend system (Thermo Fisher Scientific), consisting of a degasser, a 1250 bar quaternary pump, an auto-sampler, and a column oven. Separation was performed on a Cosmosil C18 MS-II column (100 x 3.0 mm, 2.5 µm particle size) (Nacalai
USA, San Diego, CA, USA) at 40 °C. A flow rate of 0.5 mL/min and an injection volume of 3 
µL were used in all analyses. Mobile phases consisted of (A) 0.1% acetic acid in water, and (B) 
100% methanol. The mobile phase composition was 5% B for 1 min, followed by a linear 
gradient ramp to 90% B at 9 min, to 99% B over 5 min, and returning to 5% B in 1 min followed 
by a 4 min hold prior to the next injection.
SI Figure 1. Flow chart outlining A) steps for predicting the 96 hr lethal concentration to elicit a 50% response (LC50); 1) Accurate mass detection and empirical formula assignment by use of ultrahigh resolution orbitrap mass spectrometry, 2) Calculation of water concentration of detected accurate masses as a function of relative response normalized to sample organic mass, 3) Assignment of measured or predicted bioaccumulation estimates to accurate masses assembled from Zhang et al.,26,27 and prediction of inherent potency by use of CTLBB, 4) Hazard assessment of sample by use of the TU approach assuming strict additivity of the hazard. B)
Verification of the aquatic toxicity model, for embryos of fathead minnow exposed to extractable organics from OSPW.
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**SI Figure 2.** Total abundances of species by class of heteroatoms, based on sum of peak areas in chromatograms of fractions of BML-OSPW: A) Primary fractions in ESI+, B) Primary fractions in ESI-, C) Secondary fractions in ESI+, D) Secondary fractions in ESI-, E) Tertiary fractions in ESI+, F) Tertiary fractions in ESI-. Abundances were normalized to F1-Pool.

**SI Figure 3.** Distribution of log of residuals between predicted and observed LC50 by use of Model I, II, III and IV.
SI Figure 4. Log residuals as a function of Log probability of occurring for Model I, II, III and IV.
SI Figure 5. Percent contribution of total toxic units (TU) of the chemical classes in the F1-Pool sample identified by Morandi et al. (2015) plotted as a function of relative intensity. Relative intensity was calculated as the total mass spectral intensity of a chemical class over the sum of the responses of all chemical species detected in sample. Size of a circle corresponds to the percent contribution to total TU of a chemical class, O\textsuperscript{-} class did not contribute a high percentage to be visible.
SI Table 1. Number of chemical species detected in each sample, the number of measured $D_{OW}$ values available from Zhang et al.,$^{26}$ matched to chemical species detected in samples of OSPW and number of predicted $D_{OW}$ values for each sample of OSPW.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of chemical species detected in sample (ESI+/−)</th>
<th>Number of chemical species with measured $D_{OW}$</th>
<th>Number of chemical species with predicted $D_{OW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1-Pool</td>
<td>2051</td>
<td>1580</td>
<td>471</td>
</tr>
<tr>
<td>F1-NE</td>
<td>1208</td>
<td>971</td>
<td>237</td>
</tr>
<tr>
<td>F1-AE</td>
<td>1171</td>
<td>1041</td>
<td>130</td>
</tr>
<tr>
<td>F1-BE</td>
<td>508</td>
<td>420</td>
<td>88</td>
</tr>
<tr>
<td>F2-NE1</td>
<td>785</td>
<td>535</td>
<td>250</td>
</tr>
<tr>
<td>F2-NE2</td>
<td>824</td>
<td>598</td>
<td>226</td>
</tr>
<tr>
<td>F2-Pool</td>
<td>1609</td>
<td>1133</td>
<td>476</td>
</tr>
<tr>
<td>F3-NE2a</td>
<td>498</td>
<td>320</td>
<td>178</td>
</tr>
<tr>
<td>F3-NE2b</td>
<td>660</td>
<td>470</td>
<td>190</td>
</tr>
<tr>
<td>F3-Pool</td>
<td>1158</td>
<td>790</td>
<td>368</td>
</tr>
</tbody>
</table>

SI Table 2. Number of chemical species detected in each sample, the number of measured $D_{MW}$ values available from Zhang et al.,$^{27}$ matched to chemical species detected in samples of OSPW and number of predicted $D_{MW}$ values for each sample of OSPW.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Number of chemical species detected in sample (ESI+/−)*</th>
<th>Number of chemical species with measured $D_{MW}$</th>
<th>Number of chemical species with predicted $D_{MW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1-Pool</td>
<td>1035</td>
<td>269</td>
<td>766</td>
</tr>
<tr>
<td>F1-NE</td>
<td>727</td>
<td>175</td>
<td>552</td>
</tr>
<tr>
<td>F1-AE</td>
<td>172</td>
<td>59</td>
<td>113</td>
</tr>
<tr>
<td>F1-BE</td>
<td>136</td>
<td>35</td>
<td>101</td>
</tr>
<tr>
<td>F2-NE1</td>
<td>485</td>
<td>124</td>
<td>361</td>
</tr>
<tr>
<td>F2-NE2</td>
<td>505</td>
<td>153</td>
<td>352</td>
</tr>
<tr>
<td>F2-Pool</td>
<td>990</td>
<td>277</td>
<td>713</td>
</tr>
<tr>
<td>F3-NE2a</td>
<td>290</td>
<td>108</td>
<td>182</td>
</tr>
<tr>
<td>F3-NE2b</td>
<td>389</td>
<td>98</td>
<td>291</td>
</tr>
<tr>
<td>F3-Pool</td>
<td>679</td>
<td>206</td>
<td>473</td>
</tr>
</tbody>
</table>
SI Table 3. Bioaccumulation estimates used for toxicity predictions in the development of Model I, II, III and IV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Octanol-water distribution ratio ((D_{OW}))</th>
<th>Phospholipid membrane-water distribution ratio ((D_{MW}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>II</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>III*</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>IV**</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

*Toxicity estimates were made by use of \(D_{MW}\) when measured data was available, in preference of \(D_{OW}\). **Toxicity estimates were made by use of both \(D_{OW}\) and \(D_{MW}\) when measured data was available.

SI Table 4. Calculated mean residual, median residual, mean absolute deviation (MAD) and root mean square deviation (RMSD) between predicted and observed LC50 for Model I, II, III and IV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean residual</th>
<th>Median residual</th>
<th>MAD</th>
<th>RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>0.69</td>
<td>-0.05</td>
<td>3.74</td>
<td>3.44</td>
</tr>
<tr>
<td>Model II</td>
<td>0.13</td>
<td>0.29</td>
<td>4.30</td>
<td>1.35</td>
</tr>
<tr>
<td>Model III</td>
<td>0.53</td>
<td>0.57</td>
<td>3.90</td>
<td>1.45</td>
</tr>
<tr>
<td>Model IV</td>
<td>-0.31</td>
<td>-0.26</td>
<td>4.74</td>
<td>1.35</td>
</tr>
</tbody>
</table>